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INTRODUCCION DISCUSION

In this work, we use the approach presented in [1] to study a finite-horizon
optimal control problem with restrictions. Our reward function is not required
o be bounded (as in, for example [2]), although we certainly require it to
comply with a Lyapunov-like regularity condition (see [3]). We intend to
optimize the total reward criterion on a finite-time horizon subject to:

In this work we present a finite-horizon constrained control problem, which
we solve with an extension of the Lagrange multipliers technigque, and
dynamic programming. We managed to give conditions to characterize the
solution of the HJB equation, and to interpret it in terms of a pollution
accumulation problem.

EY UT(:(S, x(s),u(s))ds + ¢ (T,x(T))]

< E¥ fTQ(s,x(s))ds + 91(T,x(T))].

Where the functions inside the expectation are the cost rates, and the
constraint rates.

MATERIALY METODO

Assume the existence (in the sense of Markov-Feller — see [4]) of a
stochastic differential system of the form: dx(t) = b(x(t), u(t)dt + o(x(t)dWA),
where the functions in the right-hand-side of this expression are the drift and
diffusion coefficients of the system, and W is a d-dimensional Brownian
motion. With this in mind, we use the dynamic programming and the
Lagrange multipliers technigues (see [5]) to characterize optimal strategies
in the spirit of the Topology of relaxed controls introduced in [B].

RESULTADOS

We present the traditional verification results and an extension of the
Kawaguchi's example on the control of pollution accumulation (see [7]).

Theorem. For each fixed negative Lagrange multiplier, and all positive time,
the finite-horizon optimal reward ¢ 4 A
] T(ta vy T )

belongs to certain Sobolev space, and verifies the total reward
Hamilton-Jacobi-Bellman (HJB) equation; that is,

0 = sup {r}‘(x, mt) + 0¢J7 (¢, X, ™) 4 L™J7 (t, % 1"\)} for all (t,x) € [0;T] x R"™.
nell
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Conversely, if for all positive times within the horizon, some function satisfies
the HJB equation, then this function coincides with the objective function.
Moreover, if there exists a stationary policy F that maximizes the
right-hand-side equation HJB, then this policy is finite-horizon optimal.
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